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Instancewise feature attribution

• For a given instance, assign a vector of importance scores for each
feature.

Instance

Model
[+0.1,0, -0.7, +0.3, -0.1, +0.5]



Why model interpretation



Transparency in critical decision making

• credit card rejection, fraud detection …

You have applied ten cards
in the past month.

Why am I rejected?



Debugging tools

Why am I classified as a dog?

Because of your ears

……



Black-box feature attribution

Model privacy Convenience



A simple method

It is heartwarming and entertaining
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Evaluating one feature at a time:



When it sucks…

It is not heartwarming or entertaining

Classifier

log(0.01)

Classifier

5og(0.5)

Classifier

log(0.5)

Classifier

log(0.98)

Classifier

log(0.5)

Classifier

log(0.97)



How to incorporate interaction?



Existing methods

• LIME (Ribeiro, Singh, and Guestrin 2016)
• Representation Erasure (Li, Monroe, and Jurafsky 2016)
• Quantitative Input Influence (QII) (Datta, Sen, and Zick 2016)
• SHapley Additive exPlanations (SHAP) (Lundberg and Lee 2017)
• L-Shapley and C-Shapley (Chen, Song, Wainwright, and Jordan 2018)
• ……



Procedures of existing methods

• Step 1: Sample word subsets with a certain scheme
• Step 2: Evaluate target model f on each sampled word subset
• Step 3: Combine model evaluations into attribution scores



An illustration – the Shapley value (Shapley 1953)



Shapley value – Step 1 and Step 2

It is not heartwarming or entertaining 
It is not heartwarming or entertaining 
It is not heartwarming or entertaining 
……

Marginal contribution of i to S: 

where



Shapley Value – Step 3

[Additivity] [Equal Contributions] [Monotonicity]

Example: 
• Quantitative Input Influence (QII) (Datta, Sen, and Zick 2016)
• SHapley Additive exPlanations (SHAP) (Lundberg and Lee 2017)
• L-Shapley and C-Shapley (Chen, Song, Wainwright, and Jordan, 2018)



Limitations of existing methods

It is not heartwarming or entertaining 

‘It … not’ is not natural language.

Step 1: Sample word subsets with a certain scheme
Step 2: Evaluate target model f on each sampled word subset

Human interpretable word combinations



Limitations of existing methods

Is ‘not’ important as a single word, or because of its 
interaction with ‘heartwarming’ 

Step 3: Combine model evaluations into attribution scores for each word.



What expressions are valid to human?

What interactions are we interested in?

It is not heartwarming or entertaining 



Constituency parsing for linguistic data



Our approach: LS-Tree

Least squares Cook’s interaction score



Step 1: Least-squares

• A  linear approximation at nodes of the tree.
• An axiomatic framework based on Banzhaf value.



Cook’s distance (Cook 1977)
Capture the influence of instance i:

: Fit a linear model without data point i.
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Step 2: Influence of the interaction at node S

All nodes: An Θ 𝑑' algorithm using the Sherman-Morrison formula.
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Properties of LS-Tree

• Constituency parsing: Incorporate prior knowledge
• Cook’s distance: Attribute interactions
• Complexity
• Linear query complexity
• Sherman-Morrison: Cubic computational complexity



Adversative relations

• not, but, yet, though, although, even though, whereas, except, 
despite, in spite of

Si
ze

 o
f d

at
a 

se
t

600K

10K

100K



Is “while” indicating a contrast?
Interaction scores of the parent node of 
“while”.



Overfitting



Overfitting – A Permutation Test
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Questions
Or email to jianbochen@berkeley.edu

Title: LS-Tree: Model Interpretation When the Data Are Linguistic
Code: To appear at https://github.com/Jianbo-Lab/LS-Tree

https://github.com/Jianbo-Lab/LS-Tree

