
• LIME (Ribeiro, Singh, and Guestrin 2016)
• Representation Erasure (Li, Monroe, and Jurafsky 2016)
• Quantitative Input Influence (QII) (Datta, Sen, and Zick 2016)
• SHapley Additive exPlanations (SHAP) (Lundberg and Lee 2017)
• L-Shapley and C-Shapley (Chen, et.al. 2018)

Procedures:
Step 1: Sample word subsets with a certain scheme
Step 2: Evaluate target model f on each sampled word subset

A specific example – Shapley value (Shapley 1953):

Step 3: Combine model evaluations into attribution scores

A specific example – Shapley value (Shapley 1953):

We study the problem of interpreting trained classification models 
in the setting of linguistic data sets. Leveraging a parse tree, we 
propose to assign least-squares-based importance scores to each 
word of an instance by exploiting syntactic constituency structure. 
We establish an axiomatic characterization of these importance 
scores by relating them to the Banzhaf value in coalitional game 
theory. Based on these importance scores, we develop a principled 
method for detecting and quantifying interactions between words 
in a sentence. 
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OBJECTIVE
For a given instance, assign a vector of importance scores for each 
feature.

ADVERSATIVE RELATIONS

Why am I classified as a dog?

Because of your ears

……

You need exercise

Why?

Because you are overweight

Okay…

EXISTING METHODS

𝑖

Benefits:
- Privacy
- Convenience

A Blackbox approach

It is not heartwarming or entertaining 

It is not heartwarming or entertaining 

It is not heartwarming or entertaining 

Marginal contribution of i to S: 

where

LIMITATIONS OF EXISTING METHODS

It is not heartwarming or entertaining 

‘It … not’ is not natural language.

The target model may not respond appropriately.

Is ‘not’ important as a single word, or because of 
its interaction with ‘heartwarming’ 

What expressions are valid to human?

What interactions are we interested in?

LS-TREE

Least squares Cook’s interaction score
Step 1: Least squares

An axiomatic framework based on Banzhaf value.

Cook’s distance (Cook 1977)
Capture the influence of instance i:

: Fit a linear model without data point i.

Step 2: Influence of the intersection at node S

All nodes: An Θ 𝑑$ algorithm using the Sherman-Morrison formula.

𝑆𝑆
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Examples: not, but, yet, though, although, even though, 
whereas, except, despite, in spite of

Size of data set: SST (10K)  <  IMDB (100K) < Yelp (600K)

Interaction scores of the 
parent node of “while”.

OVERFITTING

Difference between variances of interaction scores between 
training and test sets as a diagnostic for overfitting. 

Permutation test under the null hypothesis 
of equal average variance

• Increase trust in decision making


